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Abstract 

Adversarial Attacks, commonly described as deliberately induced perturbations, can lead to incorrect 

outputs such as misclassifications or false predictions in systems based on forms of artificial intelligence. 

While these changes are often difficult to detect for a human observer, they can cause false results and have 

impacts on physical as well as intangible objects. In that way, they represent a key challenge in diverse areas, 

including — among others — legal fields such as the judicial system, law enforcement and legal tech. While 

computer science is addressing several approaches to mitigate these risks caused by Adversarial Attacks, 

the issue has not received much attention in legal scholarship so far. This paper aims to fill this gap, tries to 

assess the risks of and technical defenses against Adversarial Attacks on AI Systems and provides a first 

assessment of possible legal countermeasures. 
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Introduction 

Computer science has well documented so-called 

‘adversarial attacks’.1 Although the variants slightly dif-

fer between the respective field of application (text, 

image or voice recognition), these attacks cause incor-

rect outputs in systems based on ‘artificial Intelligence 

(AI)’  that apply ‘machine learning (ML)’2 by using so 

called ‘adversarial examples’.3 These adversarial ex-

amples contain perturbations or other transfor-

mations such as rotated or scaled images, specifically 

designed to deceive ML models.4 What makes these 

attacks particularly inconspicuous is that these per-

turbations are often made on a very small scale. If that 

is the case, a human observer can barely detect them.5 

 
 
1  For a general introduction see Ian J Goodfellow, Jonathon Shlens and Christian Szegedy, ‘Explaining and Harnessing Ad-

versarial Examples’ (2014) arXiv, passim <https://arxiv.org/abs/1412.6572>. All online references were last accessed on 31 

October 2023. 
2  We use both the terms ‘AI systems’ and ‘machine learning’ as they are defined in Alfred Früh and Dario Haux, ‘Foundations 

of Artificial Intelligence and Machine Learning’ (2022) 29 Weizenbaum Series 4, 5, 8, 9 <https://www.weizenbaum-insti-

tut.de/media/Publikationen/Weizenbaum_Series/Weizenbaum_Series_29.pdf>. 
3  Generally defined as ‘inputs that an attacker has intentionally designed to cause the model to make a mistake’, Tom B Brown 

and Catherine Olsson, ‘Introducing the Unrestricted Adversarial Examples Challenge’ (Google AI Blog, 13 September 2018) 

<https://ai.googleblog.com/2018/09/introducing-unrestricted-adversarial.html>. 
4  Kevin Eykholt and others, ‘Robust Physical-World Attacks on Deep Learning Visual Classification’ (2018) IEE/CVF 1625-

1634; Nicolas Papernot and others, ‘Technical report on the “cleverhans v2.1.0”’ (2018) arXiv, 2 

<https://arxiv.org/pdf/1610.00768v6.pdf>; Rey Reza Wiyatno and others, ‘Adversarial Examples in Modern Machine Learn-

ing: A Review’ (2019) arXiv, 1 <https://arxiv.org/abs/1911.05268>. Regarding ML models that can be defined as ‘an algo-

rithm based upon a (nonlinear) mathematical function that generates output based on the patterns learned from the train-

ing data in the training process’; see Josef Drexl and others, ‘Technical Aspects of Artificial Intelligence: An Understanding 

from an Intellectual Property Law Perspective’ (2019) Max Planck Institute for Innovation & Competition Research Paper 

19-13, 5, 12 <https://ssrn.com/abstract=3465577>; see also Ethem Alpaydin, Machine Learning: The New AI (MIT Press 

2016) 24–25. 
5  Lothar Baum, ‘IT-Recht, Recht, Wirtschaft und Technik der digitalen Transformation’ in Andres Leupold, Andreas Wiebe 

and Silke Glossner (eds), Münchner Anwaltshandbuch IT-Recht (4th edn, CH Beck 2021) ch 9.1; Papernot and others (n 4) 

2. 
6  Adversarial Attacks are therefore also known as ‘optical illusions for machines’, see Ian J Goodfellow and others, ‘Attacking 

Machine Learning with Adversarial Examples’ (OpenAI, 24 February 2017) <https://openai.com/blog/adversarial-example-

research/>. 
7  Kui Ren and others, ‘Adversarial Attacks and Defenses in Deep Learning’ (2020) Engineering 346, 346. 
8  Wiyatno and others (n 4) 4, namely autonomous vehicles and language translation systems. 
9  Zhengli Zhao, Dheeru Dua and Sameer Singh, ‘Generating Natural Adversarial Examples’ (2018) arXiv, 1 

<https://arxiv.org/abs/1710.11342>; see also Nadja Braun Binder and others, ‘Künstliche Intelligenz: Handlungsbedarf im 

Schweizer Recht’ (2021) Jusletter 5 <https://jusletter.weblaw.ch/juslissues/2021/1072/kunstliche-intel-

lige_aad585e523.html>; for an insight into fields of applications of machine learning see Brown and Olsson (n 3). 

Alterations, such as added noise to an image, go un-

noticed to the human eye most of the time, and the at-

tack remains undetected. For the system, however, the 

noise will cause a misdirection. As a result, it will make 

a false prediction or produce a wrong result.6 

As of today, adversarial attacks can, at least in theory, 

be used to deliberately induce car accidents, cause 

medical misdiagnoses and breach IT systems by de-

ceiving voice control authentication. Against this 

backdrop, some authors consider adversarial attacks 

as a major obstacle when it comes to the comprehen-

sive application of AI systems in different fields.7 And 

since AI systems are used in a growing number of do-

mains,8 including security-sensitive applications,9 the 

https://arxiv.org/abs/1412.6572
https://ai.googleblog.com/2018/09/introducing-unrestricted-adversarial.html
https://arxiv.org/pdf/1610.00768v6.pdf
https://arxiv.org/abs/1911.05268
https://ssrn.com/abstract=3465577
https://openai.com/blog/adversarial-example-research/
https://openai.com/blog/adversarial-example-research/
https://arxiv.org/abs/1710.11342
https://jusletter.weblaw.ch/juslissues/2021/1072/kunstliche-intellige_aad585e523.html
https://jusletter.weblaw.ch/juslissues/2021/1072/kunstliche-intellige_aad585e523.html
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consequences of such misclassifications can be very 

diverse. Far-reaching effects for the economy and so-

ciety cannot be excluded. The legal field is no excep-

tion.10 

In the legal sphere, AI systems are widely used in the 

judiciary (examples are an automated debt collection 

procedure used in Germany11 and the COMPAS sys-

tem implemented in the United States for assessing 

the risk of recidivism12) and in law enforcement (ex-

amples are AI-driven risk identification within Ger-

man tax management systems,13 predictive policing 

tools deployed by police departments in countries 

such as China, Denmark, Germany, India, the Nether-

lands, the United Kingdom and the United States14) as 

well as in ‘legal tech’ applications (for example, in 

online dispute resolution, automated handling of traf-

fic accidents or flight compensation claims).15 Alt-

hough there are currently no reports on adversarial at-

tacks, they may have irreversible impacts on the trust 

in the judicial system as a whole: adversarial attacks 

against legal tech tools used by private law firms and 

attorneys during e-discovery, automatic drafting, pre-

dictive analysis, automation of legal research, due dil-

igence, data management and document review may 

cause severe financial and reputational damage. 

Surely, the impact of adversarial attacks against AI 

 
 
10  According to Masha Medvedeva and others, ‘The Danger of Reverse-Engineering of Automated Judicial Decision-Making 

Systems’ (2020) arXiv, 1 <https://arxiv.org/pdf/2012.10301.pdf>, the consequences of (mis-)using algorithms in the legal 

domain are even more severe than in other domains. 
11  Timo Rademacher and Thomas Wischmeyer, Regulating Artificial Intelligence (Springer 2020) 180. 
12  Danielle Kehl and others, ‘Algorithms in the Criminal Justice System: Assessing the Use of Risk Assessments in Sentencing’ 

(Berkman Klein Center for Internet & Society, 2017) 11 <https://dash.harvard.edu/bitstream/handle/1/33746041/2017-

07_responsivecommunities_2.pdf>. 
13  Rademacher and Wischmeyer (n 11) 180. 
14  Odhran James McCarthy, ‘Turning the Tide on Crime with Predictive Policing’ (our world, 2019) passim <https://our-

world.unu.edu/en/turning-the-tide-on-crime-with-predictive-policing>. 
15  For an overview of use cases see Charles Kerrigan, Artificial Intelligence: Law and Regulation (Edward Elgar Publishing 2022) 

535, 536. 
16  James Mohun and Alex Roberts, ‘Cracking the Code: Rulemaking for humans and machines’ (OECD, 2020) 8, 60 

<https://doi.org/10.1787/3afe6ba5-en>. 

Systems of the judiciary or law enforcement would be 

even worse if we imagine attacks on gunfire detection 

software or against AI tools used within court pro-

ceedings, e.g. for imposing sanctions. The judiciary 

would also be damaged if these systems were used to 

extract confidential information about the opposing 

party in specific proceedings. 

Moreover, there is a number of governmental initia-

tives and commercial applications aiming at digitizing 

legal rules, making official versions of legislation 

which can be consumed by machines (the concept of 

Rules as Code (‘RaC’)).16 Taking into consideration the 

possible implications of this concept, which may be-

come revolutionary for the legal field in the near fu-

ture, the legal community should also consider the 

potential impact of adversarial attacks on RaC. If such 

attacks could undermine the very foundations of law 

in the digital era, we better be prepared. 

These potentially severe effects of adversarial attacks 

raise the question of how such attacks can be pre-

vented or at least remedied. While computer scientists 

have been working on the issue for some time, it has 

https://arxiv.org/pdf/2012.10301.pdf
https://ourworld.unu.edu/en/turning-the-tide-on-crime-with-predictive-policing
https://ourworld.unu.edu/en/turning-the-tide-on-crime-with-predictive-policing
https://doi.org/10.1787/3afe6ba5-en
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not yet received the attention it deserves in large parts 

of the legal field.17 

This paper aims to fill this research gap by analysing 

the question whether and how AI systems may be pro-

tected against adversarial attacks. We first character-

ise and define adversarial attacks and then describe 

different forms of adversarial attacks as well as the 

contexts in which they can be carried out. We then 

elaborate on technical countermeasures and outline 

possible legal remedies before concluding. 

Adversarial attacks 

Working definition 

Much like the description of AI in general,18 some de-

scriptions of adversarial attacks remain vague.19 From 

a legal perspective, this is mainly due to the lack of 

standardized definitions. We therefore propose a 

 
 
17  Cf Wiyatno and others (n 4) 4; Günter Karjoth, ‘Ist auf unsere digitalen Assistenten Verlass?’ (2017) digma 122, 125ff; Katha-

rina A Zweig and Tobias D Krafft, ‘Fairness und Qualität algorithmischer Entscheidungen’ in Resa Mohabbat Kar, Basanta 

Thapa and Peter Parycek (eds), (Un)berechenbar? Algorithmen und Automatisierung in Staat und Gesellschaft (FOKUS ÖFIT 

2018) 210ff, 214, all pointing out that many ML security issues remain unanswered. 
18  See for an overview e.g. Jakob Zanol and others, ‘What is “AI”?’ (2022) Jusletter <https://jusletter-it.we-

blaw.ch/issues/2022/24-Februar-2022/what-is--ai--_728be9be52.html>. 
19  Adversarial Examples are depicted as ‘hidden messages’, Wiyatno and others (n 4) 4, or ‘optical illusions for machines’, 

describing the impact of different illusions on the human brain; cf also the Proposal for a Regulation of the European Par-

liament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and 

Amending Certain Union Legislative Acts COM(2021) 206 final, 2021/0106 (COD) (AI Act) 30, consideration 51; for a more 

concrete description see Bundesamt für Sicherheit in der Informationstechnik, ‘Sicherer, Robuster und Nachvollziehbarer 

Einsatz von KI’ (BSI, 2021) 3 <https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/KI/Herausforder-

ungen_und_Massnahmen_KI.pdf>. 
20  Wiyatno and others (n 4) 7. 
21  Jia Deng and others, ‘ImageNet: A Large-Scale Hierarchical Image Database’ (IEEE Conference on Computer Vision and 

Pattern Recognition, 2009) 248ff <https://ieeexplore.ieee.org/document/5206848>, who describe the datasets at ImageNet, 

where the adversarial examples were similar to the original examples, so that a human eye could not make a clear distinc-

tion. See also Baum (n 5) ch 9.1; Papernot and others (n 4) 2. 
22  Arne Grävemeyer, ‘Pixelmuster irritiert die KI autonomer Fahrzeuge’ Heise (12 Aug 2020) <www.heise.de/hintergrund/Pi-

xelmuster-irritieren-die-KI-autonomer-Fahrzeuge-4852995.html>. 
23  Cf the first description of an adversarial attack conducted through barely noticeable pixel manipulations; see Christian Sze-

gedy and others, ‘Intriguing Properties of Neural Networks’ (2014) arXiv <https://doi.org/10.48550/arXiv.1312.6199>; see 

further Goodfellow, Shlens and Szegedy (n 1) 1ff. 
24  Jiawei Su, Danilo Vargas and Kouichi Sakurai, ‘One Pixel Attack for fooling Deep Neural Networks’ (2019) IEEE, 1–15.  

comprehensive working definition, according to 

which adversarial attacks are ‘deliberately induced 

perturbations that may lead to incorrect outputs such 

as misclassifications or false predictions in trained AI 

systems’. This description entails several elements, 

which can be described in more detail. 

Perturbations 

Adversarial attacks are carried out by using perturba-

tions on input data.20 These perturbations are embod-

ied in adversarial examples, i.e. specifically fabricated 

data inputs. They can be defined as the difference be-

tween the non-adversarial example and its adversar-

ial counterpart. Some perturbations go unnoticed to 

the human eye,21 which makes them particularly in-

sidious.22 In some other cases, it is sufficient to change 

one single pixel of a picture23 in order to fool deep neu-

ral networks.24 Other perturbations may well be visible 

https://jusletter-it.weblaw.ch/issues/2022/24-Februar-2022/what-is--ai--_728be9be52.html
https://jusletter-it.weblaw.ch/issues/2022/24-Februar-2022/what-is--ai--_728be9be52.html
https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/KI/Herausforderungen_und_Massnahmen_KI.pdfationFile&v=6
https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/KI/Herausforderungen_und_Massnahmen_KI.pdfationFile&v=6
https://ieeexplore.ieee.org/document/5206848
https://www.heise.de/hintergrund/Pixelmuster-irritieren-die-KI-autonomer-Fahrzeuge-4852995.html
https://www.heise.de/hintergrund/Pixelmuster-irritieren-die-KI-autonomer-Fahrzeuge-4852995.html
https://doi.org/10.48550/arXiv.1312.6199
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but appear inconspicuous.25 Some perturbations are 

even obvious and the resulting adversarial examples 

are odd-looking or flashy.26 

The fact that input data is altered distinguishes adver-

sarial attacks from so-called ‘data poisoning’27 that fo-

cuses on the (training) datasets28 and relies on train-

ing data, specifically crafted and manipulated with the 

aim of leading to an outcome that is not intended by 

the operator. This is done by inserting corrupted data 

into the training data, on which basis the algorithm 

will then learn and draw unforeseen conclusions.29 

The element of perturbations also provides a distinc-

tion from other cyberattacks directed towards exploit-

ing ‘vulnerabilities in the AI System’s digital assets or 

the underlying ICT infrastructure’.30 

Deliberately induced 

These perturbations are induced deliberately. This 

means, that the attacker intentionally attempts to ma-

nipulate the system in a way that the latter will gener-

ate an incorrect output. A hostile intent, however, is 

not required. The insertion thus mainly focusses on 

 
 
25  Mahmood Sharif and others, ‘Accessorize to a Crime: Real and Stealthy Attacks in State-of-the-Art Face Recognition’ in 

Edgar Weippl and others (eds), CCS ‘16: Proceedings of the 2016 ACIM SIGSAC Conference on Computer and Communica-

tions Security (ACM 2016) 1528. 
26  Tom B Brown and others, ‘Adversarial Patch’ (2017) arXiv, 2 <https://arxiv.org/abs/1712.09665>; for illustrative purposes 

see Tom Brown, ‘Adversarial Patch’ (YouTube) <https://youtu.be/i1sp4X57TL4>. 
27  Cf AI Act, consideration 51, art 15(4). 
28  Danilo Vargas, ‘Learning Systems Under Attack — Adversarial Attacks, Defenses and Beyond’ in Steven Van Uytsel and 

Danilo Vargas (eds), Autonomous Vehicles (Springer 2021) 147, 150. 
29  Nicolas M Müller, Simon Roschmann and Konstantin Böttinger, ‘Defending Against Adversarial Denial-of-Service Data Poi-

soning Attacks’ (2021) arXiv, 1ff <https://arxiv.org/abs/2104.06744>. 
30  AI Act, consideration 51. 
31  J Gerard Wolff, ‘The Curse of Variety in Computing, and What Can Be Done About It’ (2021) arXiv, 3 

<https://arxiv.org/abs/1609.08517>. 
32  For an overview of the phenomenon and ways of avoiding compression artifacts see Hossein Talebi and others, ‘Better 

Compression with Deep Pre-Editing’ (2021) arXiv <https://arxiv.org/abs/2002.00113>. At the same time, however, JPEG 

compression could also turn out as beneficial, as the approach in some cases might be applied as a defence mechanism 

against adversarial attacks, see Nilaksh Das and others, ‘Keeping the Bad Guys Out: Protecting and Vaccinating Deep Learn-

ing with JPEG Compression’ (2017) arXiv <https://arxiv.org/abs/1705.02900>. 
33  Brown and Olsson (n 3); for further reading see Goodfellow, Shlens and Szegedy (n 1). 
34  Ibid. 

the input phase. Whilst perturbations in adversarial 

attacks are induced deliberately, this is not the case for 

other alterations of data: As some authors point out, 

data can be damaged over time and might even be-

come unusable. This phenomenon known as bit rot, 

could therefore pose a major threat on the future use 

of software.31 Furthermore, so-called compression ar-

tifacts, distortions of pixels in image-, audio- or video-

files, could have a — yet unknown — impact on AI sys-

tems.32 Against this backdrop, we understand pertur-

bations as induced deliberately if they are fabricated 

with the specific purpose of deceiving an AI system or 

‘to cause the model to make a mistake’.33 The attacker 

acts with the intention and purpose of confusing or 

misleading the AI system.34 

Leading to incorrect outputs 

Provided that these deliberately induced perturba-

tions are conducted in an accurate manner, they will 

cause incorrect outputs. Here, a distinction can be 

made between classification and prediction systems. 

Whilst in a functioning classification system, objects 

will be assigned to classes on the basis of their 

https://arxiv.org/abs/1712.09665
https://arxiv.org/abs/2104.06744
https://arxiv.org/abs/1609.08517
https://arxiv.org/abs/2002.00113
https://arxiv.org/abs/1705.02900
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features, an adversarial attack will cause the AI system 

to make mistakes. This means, that the AI system’s 

‘classifier’35 will assign objects to a wrong class, which 

in individual cases may have a severe impact. Simi-

larly, a prediction system, which does not classify its 

inputs, can also be misled in a way that it provides in-

correct outputs.36 

Regarding their outcome, adversarial attacks can be 

subdivided into targeted and non-targeted attacks. 

While targeted attacks aim to cause a certain specific 

output (such as a particular misclassification), non-

targeted attacks do not; the attacker just aims at caus-

ing any incorrect output.37 

The far-reaching effects of misclassifications become 

particularly evident when it comes to the application 

of adversarial attacks in real-world scenarios.38 How-

ever, adversarial attacks in which physical objects are 

altered, e.g. by using specifically designed stickers or 

3D printed objects,39 are more difficult to carry out.40 

Among other reasons, this difficulty is said to be 

caused by varying distances or angles from which an 

 
 
35  The classifier is the essence of the ML model, which allows the trained AI System to classify new data or predict outcomes 

for new data, Früh and Haux (n 2), 4, 5, 8, 9. 
36  Regarding robots see for example Eric Vollenweider and others, ‘Advanced Skills through Multiple Adversarial Motion Pri-

ors in Reinforcement Learning’ (2022) arXiv <https://arxiv.org/abs/2203.14912>; for graph neural networks (GNN) see Yao 

Ma and others, ‘Graph Adversarial Attack via Rewiring’ (27th ACM SIGKDD Conference on Knowledge Discovery & Data 

Mining, August 2021). 
37  Wiyatno and others (n 4) 9. 
38  See ibid 46 for an overview. 
39  Anish Athalye and others, Synthesizing Robust Adversarial Examples (PMLR 80, 2018) 284ff. 
40 Jiliang Zhang and Chen Li, ‘Adversarial Examples: Opportunities and Challenges’ (2019) arXiv, 14 

<https://arxiv.org/abs/1809.04790>. 
41  Jiajun Lu and others, ‘NO Need to Worry about Adversarial Examples in Object Detection in Autonomous Vehicles’ (2017) 

arXiv <https://arxiv.org/abs/1707.03501>. However, this study dates back to 2017. 
42  Kexin Pei and others, ‘DeepXplore: Automated Whitebox Testing of Deep Learning Systems’ in SOSP’17: Proceedings of the 

26th Symposium on Operating Systems Principles (ACM 2017). 
43  See Brown and others (n 26). 
44  Ren and others (n 7) 350. 
45  Mahmood Sharif and others (n 25) 1528; Wiyatno and others (n 4) 46f. 
46  Vargas (n 28) 150. 
47  Brown and others (n 26). 
48  Athalye and others (n 39) 284ff. 

object is perceived.41 In this context, research has also 

shown that slight changes, e.g. in lightning conditions, 

might lead to a different classification and hence a dif-

ferent output.42 What is to note, is that — unlike other 

adversarial examples — these so-called adversarial 

patches43 are visible to the human eye. Adversarial 

patches can be described as a ‘perturbation in a re-

stricted region/segment of the benign samples’.44 This 

is done, e.g. by fitting adversarial perturbations into 

the frame of spectacles45 or, more generally, by adding 

significant noise to a specific part of the image.46 Re-

searchers have shown that by adding such a patch one 

may, for example, cause a banana to be classified as a 

toaster.47 Researchers have also created adversarial 

textures and applied them to different three-dimen-

sional objects.48 In this way, they were able to show 

that 3D-printed turtle was misclassified as a rifle in 

several occasions. The study showed that textures 

printed on complex shapes remain adversarial even 

when the objects are observed from different angles. 

Nevertheless, these attacks cannot be carried out 

https://arxiv.org/abs/2203.14912
https://arxiv.org/abs/1809.04790
https://arxiv.org/abs/1707.03501
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effortlessly. On the one hand, both environmental 

noise and natural transformations act as barriers, as 

they easily destruct the perturbations. On the other 

hand, specifically in the field of images and videos, it 

is difficult to perturb pixels in the background.49 De-

spite these obstacles, the threats arising from this real-

world application should not be underestimated. 

It is worth noting that our working definition does not 

require malevolent intentions. An adversarial attack is 

not necessarily borne of the intent to harm the AI sys-

tem or to make somebody worse off. Adversarial ex-

amples are often created by the owner of the AI system 

in order to expose ‘blind spots’ in the model.50 

In trained AI systems 

It is clear that adversarial attacks, by nature, can only 

be carried out in AI systems. A common database, for 

example, cannot be subject to an adversarial attack. 

Moreover, we only refer to adversarial attacks if 

 
 
49  Ren and others (n 7) 350f. 
50  Zhao, Dua and Singh (n 9) 1; see the technical defences mentioned below. 
51  At the same time, however, further research must take into consideration so-called ‘continuous learning’ (CL), especially 

‘continuous training’ (CT). For an overview see Vincenzo Lomonaco, ‘Why Continual Learning is the key towards Machine 

Intelligence’ (medium, 4 October 2017) <https://medium.com/continual-ai/why-continuous-learning-is-the-key-towards-

machine-intelligence-1851cb57c308>. 
52  Ren and others (n 7) 346. 

attacks target an AI system that is already trained.51 In 

the case of an attack and depending on the respective 

purpose or field of application, the attacker will then 

try to manipulate the specific outcome of the trained 

AI system, leading to a false output. This element of 

the definition, again, allows to distinguish adversarial 

attacks from so-called ‘poisoning attacks’: by includ-

ing or introducing certain (‘poisoned’) data, the AI 

system or its model can be corrupted, distorted or 

skewed either in a particular — or just any — way. 

Types of attack 

The pertinent literature in the field mainly distin-

guishes three types of adversarial attacks: white-, 

grey- and black-box attacks.52 This differentiation is 

based on the level of knowledge an attacker has about 

the AI system to be attacked, ranging from complete 

knowledge (white-box attacks) to no knowledge at all 

Information available to 
the attacker 

White-box attack Grey-box attack Black-box attack 

Full knowledge, including 
classification or prediction 
function 

X X X 

Knowledge about the ML 
model (e.g. node weights), 
based on training data 

✔ X X 

Knowledge about the AI 
system’s architecture ✔ ✔ X 

Access to the AI system for 
producing input-output 
pairs 

✔ ✔ ✔ 

 
Figure 1. Types of adversarial attack 

 

https://medium.com/continual-ai/why-continuous-learning-is-the-key-towards-machine-intelligence-1851cb57c308
https://medium.com/continual-ai/why-continuous-learning-is-the-key-towards-machine-intelligence-1851cb57c308
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(black-box attacks), with white-box attacks being 

most and black-box attacks being least dangerous. 

White-box attacks 

An adversarial attack is considered white-box if the at-

tacker has profound knowledge of the architecture 

and parameters of the AI system.53 This means that the 

attacker has full knowledge of the ML model and is 

able to build adversarial examples which are based on 

the model of the target.54 An attack can therefore be 

fully customized to the AI system.55 Furthermore, the 

attacker is able to adapt the method, depending on 

which method of defence the target system has cho-

sen. White-box attacks are thus regarded as the most 

far-reaching and dangerous attacks. In general, it 

seems unlikely that an attacker is in possession of all 

the relevant information. White-box attacks therefore 

appear less realistic than grey- or black-box attacks. 

However, provided there is a real-world interface and 

the model is neither hosted in the cloud nor 

 
 
53  Ren and others (n 7) 350f; Wiyatno and others (n 4) 7 for a comprehensive overview. 
54  Ren and others (n 7) 346. Adversarial examples are produced by using specific algorithms, for example the limited-memory 

Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm, see Christian Szegedy and others (n 23); the basic iterative 

method (BIM)/projected gradient descent (PGD), Alexey Kurakin, Ian J Goodfellow and Samy Bengio, ‘Adversarial Exam-

ples in the Physical World’ (2017) arXiv <https://arxiv.org/abs/1607.02533>; Tianhang Zheng, Changyou Chen and Kui Ren, 

‘Distributionally Adversarial Attacks’ (2018) arXiv <https://arxiv.org/abs/1808.05537>; Carlini and Wagner (C&W) attacks, 

DeepFool, Seyed-Mohsen Moosavi-Dezfooli, Alhussein Fawzi and Pascal Frossard, ‘Deep Fool: A Simple and Accurate 

Method to Fool Deep Neural Networks’ (2015) arXiv <https://arxiv.org/abs/1511.04599>; Goodfellow, Shlens and Szegedy 

(n 1) 1ff and Jacobian-based saliency map attacks (JSMA), Nicolas Papernot and others, ‘The Limitations of Deep Learning 

in Adversarial Settings’ (2015) arXiv <https://arxiv.org/abs/1511.07528>. The JSMA algorithm, for example, bases its attack 

on the information provided in the saliency map, originally deployed for illustrating the profoundness of a prediction made 

by deep neural networks. These saliency maps evaluate the influence of each input feature (e.g. a pixel) on the prediction of 

the network, see Papernot and others, supra. This rating is used by the JSMA in order to modify a small percentage of the 

input feature — always with the aim of causing a misclassification, see Wiyatno and others (n 4) 18. 
55  In order to create adversarial examples, the methods differ in between each other. Whilst some require ‘access to the gradi-

ents of the model, which of course only works with gradient based models such as neural networks, other methods only 

require access to the prediction function, which makes these methods model-agnostic’, Christoph Molnar, ‘10.4 Adversarial 

Examples’ in Christoph Molnar, Interpretable Machine Learning: A Guide for Making Black Box Models Explainable (14 De-

cember 2022) <https://christophm.github.io/interpretable-ml-book/adversarial.html>. 
56  Zhang and Li (n 40) 11 with reference to Florian Tramèr and others, ‘Ensemble Adversarial Training: Attacks and Defenses’ 

(2018) arXiv <https://arxiv.org/abs/1705.07204>, who propose to use training data constructed from different pre-trained 

models, with the aim of increasing the diversity within the adversarial examples. 
57  Ren and others (n 7) 346f. 

specifically secured, specialists may decode the sys-

tem’s features easily. Whether protected or not, the ro-

bustness of AI systems can be increased by systematic 

training against adversarial attacks. However, even if 

an AI system proves to be robust against white-box at-

tacks, it may still be subject to a black-box attack56 — 

be it because an attacker by chance applies a working 

approach to the target AI system, or because they cor-

rectly infer the nature of the ML model by producing 

input-output pairs. 

Grey-box attacks 

In a grey-box attack the attacker’s knowledge about 

the targeted AI system is limited:57 while it is assumed 

that the attacker has knowledge of the targeted AI sys-

tem’s architecture and is able to interact with its clas-

sifier or prediction function, they have no knowledge 

about or access to the actual ML model’s features, 

such as the specific weights within the network. Any 

adversarial examples will therefore have to be crafted 

https://arxiv.org/abs/1607.02533
https://arxiv.org/abs/1808.05537
https://arxiv.org/abs/1511.04599
https://arxiv.org/abs/1511.07528
https://christophm.github.io/interpretable-ml-book/adversarial.html
https://arxiv.org/abs/1705.07204
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based on a so-called surrogate classifier that is based 

on the known architecture but not on the entire ML 

model. However, as adversarial examples can often be 

transferred from one ML model to another,58 attacks 

that have been developed in white-box settings may 

also be effective in grey- or black-box settings. 59 Re-

search has shown that some perturbations have al-

most universal effect.60 

Black-box attacks 

As the term suggests, in a black-box attack the attacker 

lacks knowledge about both the architecture and the 

parameters of the attacked AI System. This is the case 

— as in most corporate contexts — if the ML model is 

hosted in the cloud. At the same time, however, the at-

tacker is still able to interact with the AI system to 

query predictions for specific inputs.61 This is the min-

imal requirement for any attack, and allows attackers 

to analyse input-output pairs of the targeted AI sys-

tem62 in order to make inferences on the ML model. 

Since it can be presumed that the attackers lack signif-

icant knowledge about the models in most instances, 

black-box attacks appear to be most likely in prac-

tice.63 While attacks developed in white-box settings 

may sometimes be effective in black-box settings as 

well, they perform worse than white- or grey-box at-

tacks.64 

 
 
58  See Nicolas Papernot, Patrick McDaniel and Ian J Goodfellow, ‘Transferability in Machine Learning: from Phenomena to 

Black-Box Attacks using Adversarial Samples’ (2016) arXiv <https://arxiv.org/abs/1605.07277>; Yanpei Liu and others, 

‘Delving into Transferable Adversarial Examples and Black-box Attacks’ (2016) arXiv <https://arxiv.org/abs/1611.02770>. 
59  Ren and others (n 7) 346; for an overview of the above-named attack algorithms see 347ff. 
60  Ibid 349; a simple iterative algorithm, for example, has been effective to attack several DNNs, see Seyed- Moosavi-Dezfooli, 

Fawzi and Frossard (n 54). 
61  Ren and others (n 7) 347; Lu Sun, Mingtian Tan and Zhe Zhou, ‘A Survey of Practical Adversarial Example Attacks’ (2018) 

Cybersecurity 1, 4. 
62  Wiyatno and others (n 4) 7. 
63  Ibid 9. 
64  Ren and others (n 7) 347. 
65  See Lu Sun, Mingtian Tan and Zhe Zhou, ‘A Survey of Practical Adversarial Example Attacks’ (2018) Cybersecurity 1, 6f. 

Application contexts 

Any call for protection of AI systems against adversar-

ial attacks — and for legal protection in particular — 

has to make the case that there are plausible threats 

that may lead to concrete harmful effects in either the 

real or the virtual world. The literature has already de-

scribed numerous real-world scenarios.65 However, 

the mentioned attacks have so far always been carried 

out for research purposes. To our knowledge there is 

no public information about cases in which (real) at-

tackers have acted maliciously. 

However, given that these new possibilities for attack-

ing AI systems are well known among (all kinds of) IT 

experts, it stands to reason that malicious attacks, if 

they are not already being carried out, will soon be-

come a serious issue. This could also affect uses that 

are not currently anticipated by research. We think 

that this sufficiently justifies a more in-depth exami-

nation of the topic. Based on a literature review, ad-

versarial attacks may mainly affect three technical 

fields: image and object recognition, voice recogni-

tion and text recognition. Especially in the first two 

fields, adversarial attacks can — depending on the cir-

cumstances at hand — have severe consequences. 

https://arxiv.org/abs/1605.07277
https://arxiv.org/abs/1611.02770
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Image and object recognition 

Whenever an adversarial attack is carried out on an 

image recognition system, the attacker will modify the 

image, e.g. by slightly changing individual pixels. Such 

attacks can be carried out by using adversarial exam-

ples that cannot be detected by the human eye. If per-

formed accurately, the network will then classify the 

image as something different. The most common 

technique by which image recognition systems are 

deceived is to generate adversarial examples by mod-

ifying arbitrary pixels. Whilst this technique is very ef-

fective, it also increases image noise, which makes it 

easier to detect an adversarial example. If identified, 

an adversarial example can then be rendered harm-

less with the help of noise reduction systems. 

A recent approach is based on deformations.66 In this 

case, the image is slightly altered at specific points and 

individual pixels are shifted.67 Pixels in an image can 

also be changed so that no fundamental differences 

are visible to the eye. This is done by working with a 

more considered approach that avoids abrupt gaps 

between the pixels.68 Yet another technique creates 

 
 
66  Rima Alaifari, Giovanni S Alberti and Tandri Gauksson, ‘ADef: an Iterative Algorithm to Construct Adversarial Defor-

mations’ (2018) arXiv, passim <https://arxiv.org/abs/1804.07729>. 
67  Chiaowei Xiao and others, ‘Spatially Transformed Adversarial Examples’ (2018) arXiv, 1ff 

<https://arxiv.org/abs/1801.02612>. 
68  Wen Heng, Shuchang Zhou and Tinting Jiang, ‘Harmonic Adversarial Attack Method’ (2018) arXiv 

<https://arxiv.org/abs/1807.10590>. 
69  See Hossein Hosseini and Radha Poovendran, ‘Semantic Adversarial Examples’ (IEEE Conference on Computer Vision and 

Pattern Recognition, 2018) 1ff <https://arxiv.org/abs/1804.00499v1>; for all of the above-named examples see Daniel 

Etzold, ‘Sicherheitsschwächen von maschinellen Lernverfahren’ (Informatik Aktuell, 12 March 2019) <www.informatik-ak-

tuell.de/betrieb/kuenstliche-intelligenz/sicherheitsschwaechen-von-maschinellen-lernverfahren.html>.  
70  Of course, the literature also mentions other examples, such as the life sciences, where image recognition in cancer detec-

tion can be attacked with life threatening consequences, see e.g. Qianwei Zhou and others, ‘A Machine and Human Reader 

Study on AI Diagnosis Model Safety Under Attacks of Adversarial Images’ (2021) 12 (7281) Nature Communications 1ff 

<https://www.nature.com/articles/s41467-021-27577-x>; Hamza Rasaee and Hassan Rivaz, ‘Explainable AI and Suscepti-

bility to Adversarial Attacks: a Case Study in Classification of Breast Ultrasound Images’ (2021 IEEE International Ultrasonics 

Symposium, Xi’an, China, 2021) 1–4, for an overview see Samuel G Finlayson and others, ‘Adversarial Attacks Against Med-

ical Deep Learning Systems’ (2018) arXiv <https://arxiv.org/abs/1804.05296>. 
71  Kevin Eykholt and others (n 4). Cf Wiyatno and others (n 4) 47, noting that during the adversarial example generation pro-

cesses, pictures of the road signs from different angles were used. 
72  Rademacher and Wischmeyer (n 11) 180.  

images in which the colour and saturation of all pixels 

are shifted by the same amount. As a result, the origi-

nal objects remain recognizable but appear at a differ-

ent colour.69 By applying these techniques in image 

and object recognition, adversarial attacks can have 

far reaching consequences, particularly on law en-

forcement.70 

Researchers have shown that by putting stickers on a 

stop-sign, the AI system may mistakenly recognize it 

as a speed limit sign.71 As a consequence, an auto-

mated car will not stop, but even increase the speed 

and cause serious accidents. On a more general level, 

the same attacks can have secondary effects on sys-

tems tasked with the enforcement of traffic regulation, 

road pricing or tolling based on sensors that pick up 

road data.72 

Another previously mentioned example has shown 

potential vulnerabilities of AI systems for security (in-

cluding systems in public venues like parliaments or 

courts) or border control (e.g. at airports) in image or 

https://arxiv.org/abs/1804.07729
https://arxiv.org/abs/1801.02612
https://arxiv.org/abs/1807.10590
https://arxiv.org/abs/1804.00499v1
http://www.informatik-aktuell.de/betrieb/kuenstliche-intelligenz/sicherheitsschwaechen-von-maschinellen-lernverfahren.html
http://www.informatik-aktuell.de/betrieb/kuenstliche-intelligenz/sicherheitsschwaechen-von-maschinellen-lernverfahren.html
https://www.nature.com/articles/s41467-021-27577-x
https://arxiv.org/abs/1804.05296
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object recognition systems of 3D objects.73 If a turtle 

can intentionally be misclassified as a rifle, the 

method most likely also works in the opposite direc-

tion. If rifles containing adversarial patches would be 

classified as plastic animals, AI-based systems for se-

curity checks would be a danger to the public. 

The most obvious example with regards to the sphere 

of law enforcement concerns face recognition systems 

used by law enforcement authorities. Research has 

shown that wearing eyeglasses with frames contain-

ing adversarial patches can effectively fool face recog-

nition systems.74 By using more elaborate adversarial 

examples, suspects may not only avoid prosecution, 

but they may also mislead the authorities and cast 

suspicion on other citizens. This example shows that 

drafting provisions for legal countermeasures re-

quires technical expertise: While disguising one’s 

identity (by using a non-targeted adversarial exam-

ple) in order to escape surveillance may very well be 

justified, pretending to be someone else (by using a 

targeted adversarial example) in order to commit a 

crime in order to escape prosecution certainly is not. 

Given the considerable potential harm, the workings 

and likelihood of such attacks must be closely investi-

gated. 

Voice and speech recognition 

AI systems that perform automatic speech recogni-

tion (‘ASR systems’) usually rely on deep neural 

 
 
73  Athalye and others (n 39) 284ff. 
74  Sharif and others (n 25) 1539. 
75  Lea Schönherr and others, ‘Adversarial Attacks Against Automatic Speech Recognition Systems via Psychoacoustic Hiding’ 

(2018) arXiv, 1 <https://arxiv.org/abs/1808.05665>. 
76  Wenrui Diao and others, ‘Your Voice Assistant is Mine: How to Abuse Speakers to Steal Information and Control Your 

Phone’ (2014) arXiv, 63ff <https://arxiv.org/abs/1407.4923>. 
77  Tim Moynihan, ‘How to keep Amazon Echo and Google Home from responding to your TV’ (Wired, 6 February 2017) 

<www.wired.com/2017/02/keep-amazon-echo-google-home-responding-tv/>. 
78  Schönherr and others (n 75) 1. 

79  Kerrigan (n 15) 536. 
80  Ibid 45. 

networks (DNNs) and contain a high number of pa-

rameters. This provides an attacker with a lot of room 

to explore blind spots which can be used to mislead 

the ASR system.75 

A potential attack scenario could be that attackers 

send requests to ASR assistance systems in order to 

obtain classified or private information. Such attacks 

can be carried out as easy as by using a malicious app 

on a smartphone.76 Attacks could also be carried out 

via radio or television broadcasting and could poten-

tially affect a large number of victims. An example is 

that the airing of an adversarial example could prompt 

(unwanted) online purchases via digital assistants 

such as Amazon’s Alexa, Google Assistant or Apple’s 

Siri.77 Since ASR systems are often integrated into 

smart home setups, attacks may also target smart 

home systems, including security cameras or alarm 

systems.78 Adversarial attacks can also mislead fraud 

detection systems listening to staff and trying to find 

indications for fraudulent activities, for example, in 

investment banks.79 Such attacks may incur large fi-

nancial and reputational costs. 

In the sphere of law enforcement, adversarial attacks 

against natural language processing (NLP) as well as 

speech and voice analytics could affect decision mak-

ing on sentencing or granting parole.80 In such cases 

adversarial attacks would undermine the AI systems’ 

aim for fairness and impartiality and serve quite the 

https://arxiv.org/abs/1808.05665
https://arxiv.org/abs/1407.4923
http://www.wired.com/2017/02/keep-amazon-echo-google-home-responding-tv/
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opposite. Another possible example regarding law en-

forcement are adversarial attacks on systems classify-

ing firearms based on audio signals, so-called ‘smart 

silencers’, which may lead to a false identification of 

the class and calibre of a gun that fired a shot.81 

Text classification 

AI systems are also used for text classification, be it on 

the level of words, sentences, or whole texts.82 Such AI 

systems are applied in email spam filters, translation 

systems, fake news detection or in chatbots. Attacks 

on these systems generally aim at changing the mean-

ing of the content.83 An attacker would, for example, 

paraphrase certain words or passages in an email in 

order not to be detected by the spam filter. As a conse-

quence, the mail would still reach the recipient’s mail-

box. With regards to translation systems, attackers 

could aim at deliberately losing certain words within 

a phrase in the translation84 in order to mislead the 

system. 

Unlike in the other two fields, attacks on text classifi-

cation systems are more easily detected by humans.85 

Although slight modifications might remain unno-

ticed, these perturbations are generally more obvious. 

It is very challenging to replace text elements while 

 
 
81  Marcus Comiter, ‘Attacking Artificial Intelligence: AI’s Security Vulnerability and What Policymakers Can Do About It’ (Bel-

fer Center for Science and International Affairs, 2019) 41 <https://www.belfercenter.org/sites/default/files/2019-08/Attack-

ingAI/AttackingAI.pdf>. 
82  Qi Lei and others, ‘Discrete Adversarial Attacks and Submodular Optimization with Applications to Text Classification’ 

(2018) arXiv, 2f <https://arxiv.org/abs/1812.00151>. 
83  Robin Jia and Percy Liang, ‘Adversarial Examples for Evaluating Reading Comprehension Systems’ (2017) arXiv, 2021, 2021 

ff. <https://arxiv.org/abs/1707.07328>.  
84  See Zhao, Dua and Singh (n 9) 6. 

85  Ibid 5. 
86  Lei and others (n 82) 7; ibid 1. 

87  Jia and Liang (n 83) 2021ff.  
88  Jiwei Li, Will Monroe and Dan Jurafsky, ‘Understanding Neural Networks through Representation Erasure’ (2016) arXiv 

<https://arxiv.org/abs/1612.08220>. 
89  See however the results presented by Ronan Collobert and others, ‘Natural Language Processing (almost) from Scratch’ 

(2011) arXiv, 2493ff <https://arxiv.org/abs/1103.0398>. 

maintaining syntax and semantics of the text.86 In the 

past, teams that tried to carry out such attacks had to 

manually adapt the text87 or struggled with sentences 

that violated grammar rules.88 This ties in to the gen-

eral observation that ML applications are still strug-

gling with understanding human language, its appli-

cation and structure.89 In comparison with their video 

and audio counterparts, text classification systems 

seem therefore less prone to adversarial attacks. Re-

cent breakthroughs in large language models (LLMs) 

may, however, close this gap. 

Since AI systems for text classification are widely used 

in the legal field, legal tech is a potential target for ad-

versarial attacks. Private law firms are incorporating 

more and more smart applications in order to in-

crease their efficiency and competitive edge. These 

applications range from document, transactional and 

contract review, e-discovery, legal analysis and legal 

research, litigation prediction and automatic drafting, 

knowledge management, data management and due 

diligence to electronic billing and analysis of the bills. 

Moreover, AI is also used in specific areas such as the 

monitoring of large intellectual property (IP) portfo-

lios and even for patent creation (natural language 

https://www.belfercenter.org/sites/default/files/2019-08/AttackingAI/AttackingAI.pdf
https://www.belfercenter.org/sites/default/files/2019-08/AttackingAI/AttackingAI.pdf
https://arxiv.org/abs/1812.00151
https://arxiv.org/abs/1707.07328
https://arxiv.org/abs/1612.08220
https://arxiv.org/abs/1103.0398
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generation, or NLG).90 Successful attacks on any of 

these tools would cause considerable financial and 

reputational damage.  

Even more problematic, court submissions processed 

by a decision making or decision support system 

could, by using the correct wording, be tailored to the 

desired outcome.91 If the submission is not obviously 

drafted in a suspicious way, these perturbations will 

escape human scrutiny. Any party that has the tech-

nical and financial capacity of influencing the AI sys-

tem in its favour will also be able to use the law in its 

favour. This would severely damage or undermine the 

judiciary. 

And finally, text classification is prone to another type 

of attack that does not fit the definition of adversarial 

attacks but should nevertheless be kept in mind. LLMs 

such as GPT-2, GPT-3, ChatGPT and T5 are AI systems 

that can predict the next words in a sequence of a text. 

This makes them very useful tools for drafting and 

producing (legal) documents and texts with minimal 

human input, offering a lot of potential for legal tech.92 

These LLMs are being trained on the great amount of 

data, including personally identifiable information 

(names, telephone and fax numbers, addresses), 

 
 
90  Kerrigan (n 15) 536. 
91  Medvedeva and others (n 10) call this reverse-engineering. 
92  Roman Koch, ‘GPT-3 — How the New AI Model May Change the Future of the Legal Profession?’ (Linkedin, 2020) 

<https://www.linkedin.com/pulse/gpt-3-how-new-ai-model-may-change-future-legal-profession-roman-koch/>. 
93  Nicholas Carlini and others, ‘Extracting Training Data from Large Language Models’ (2021) arXiv, 1, 3, 4 

<https://arxiv.org/abs/2012.07805>. 
94  Ibid 2. 
95  Ibid 3, 12-13. 
96  Ibid 2-3. 
97  For a brief introduction into technical defences against adversarial examples see Karjoth (n 17) 126; see also BSI (n 19) 4f. 
98  See Ren and others (n 7) 346ff; Wiyatno and others (n 4) 52ff. 
99  Wiyatno and others (n 4) 4, 7. 
100  For a detailed description of robustness, see AI Act, Consideration 50. 
101  Computer science apparently distinguishes ‘certified defences’ that can provide certifications for their lowest accuracy for 

a defined class of adversarial attacks, see for example Ren and others (n 7) 347, and ‘heuristic defences’ that perform well 

but are without theoretical accuracy guarantees, Ren and others (n 7) 346f. 

codes, passwords, conversations and other confiden-

tial or private data.93 Research has shown that by query-

ing these systems in a black-box setting94 and thus gener-

ating a large number of samples, an analysis of the sam-

ples can identify outputs that the system has memorized 

from the training data. This data can contain personal, se-

cret or sensitive information, such as social security num-

bers and passwords.95 Such attacks and the ensuing pri-

vacy leaks caused by training data extraction may have se-

rious ethical and legal consequences.96 If such systems 

were used in court or administrative procedures settings, 

a party may extract confidential information about the op-

posing party or third parties. 

Technical defences 

After this description of adversarial attacks, we turn to 

technical defence mechanisms.97 Computer science 

has developed different defence strategies98 in order 

to defend AI systems against adversarial attacks or to 

make them more robust.99 Robustness means that ML 

systems resist the production of incorrect outputs 

such as misclassification and wrong predictions and 

is a key requirement for AI systems.100 There are four 

common technical means to increase AI systems’ ro-

bustness.101 Of those, the first two require that any 

https://www.linkedin.com/pulse/gpt-3-how-new-ai-model-may-change-future-legal-profession-roman-koch/
https://arxiv.org/abs/2012.07805
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input data is processed before applying it to the AI sys-

tem, which, in many applications, will not be feasible. 

The latter two approaches aim at increasing AI sys-

tems’ robustness against adversarial attacks by more 

rigorous or elaborated training. 

Digital watermarking 

A first approach to at least mitigate adversarial attacks 

is so-called digital watermarking. It is based on tech-

niques that help to hide information, by inserting pat-

terns into the signal of a specific medium.102 The pat-

tern is inserted by using embedding algorithms and 

keys. Only if the right detection key — which in most 

cases is highly secret — is used, the algorithm will be 

able to recover the information from the watermark.103 

The patterns are hidden in the media space, e.g. in cer-

tain pixels of an image.104 What appears challenging to 

date, however, is to guarantee the robustness of the 

specific watermark.105 Digital watermarking needs to 

be distinguished from both encryption106 and digital 

fingerprinting.107 However, in some cases, watermark-

ing is combined with encryption in order to reach a 

high standard of protection against accessibility. 

 
 
102  Erwin Quiring, Daniel Arp and Konrad Rieck, ‘Fraternal Twins: Unifying Attacks on Machine Learning and Digital Water-

marking’ (2017) arXiv, 3 <https://arxiv.org/abs/1703.05561>, for so-called steganographic approaches that also insert infor-

mation into multimedia data as a cover signal see Ingemar Cox and others, Digital Watermarking and Steganography (Mor-

gan Kaufmann Publishers 2002). 
103  See Martin Steinbach, Jana Dittmann and Erich Neuhold, Digital Watermarking (Springer 2006) 181 for the above. 
104  Quiring, Arp and Rieck (n 102) 5. 
105  Ibid 3. 
106  While digital watermarking can be described as a form of data embedding in which meta-data is tied to content, encryption 

aims at protecting the content itself. In order to access content protected by encryption, users have to exchange different 

forms of digital keys. 
107  See Daniel Seng, ‘Detecting and Prosecuting IP Infringement with AI: Can the AI Genie Repulse the Forty Counterfeit 

Thieves of Alibaba?’ in Jyh-an Lee, Reto M Hilty and Kung-Chung Liu (eds), Artificial Intelligence and Intellectual Property 

(Oxford University Press 2021) 311f. 
108  Ren and others (n 7) 353f. 
109  Ibid 353. 
110  Ibid 354, with reference to Bai Li and others, ‘Certified Adversarial Robustness with Additive Noise’ (2018) arXiv 

<https://arxiv.org/abs/1809.03113>. 

Digital watermarking could allow an AI system to only 

use trusted inputs. This would make the use of adver-

sarial examples impossible. At the same time, all input 

data would have to be processed by a trusted source 

first that would apply the digital watermark. At least 

for AI systems that have an open interface and have to 

process input data in real time, this may not be feasi-

ble. 

Randomization 

A second approach to mitigate the effect of perturba-

tions is randomization.108 Randomization is based on 

the idea, that unlike specific perturbations, DNNs re-

main robust against random perturbations.109 Accord-

ingly, adding random noise (e.g. to pixels of adversar-

ial examples before classification) eliminates the ef-

fects of adversarial perturbations.110 However, just like 

digital watermarking, randomization requires that 

any input data is processed before applying it to the AI 

system. Again, this will not be feasible in all applica-

tions. 

https://arxiv.org/abs/1703.05561
https://arxiv.org/abs/1809.03113
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Adversarial training 

A common approach for making AI systems robust 

against adversarial attacks is ‘adversarial training’.111 

During the training, adversarial examples are injected 

into the AI system in order to improve the generaliza-

tion of ML.112 According to some authors, adversarial 

training is the most effective defence against adversar-

ial attacks.113 The production of adversarial examples, 

however, is costly.114 

It is debated whether adversarial training indeed im-

proves the overall robustness or whether it is helpful 

only with regard to the adversarial examples used dur-

ing the training process.115 A majority of computer sci-

entists seems to think that only the latter is the case 

and the AI system cannot be prepared against all pos-

sible attacks.116 To accommodate this fact, more so-

phisticated adversarial training methods have devel-

oped: A variant of adversarial training is ‘ensemble 

 
 
111  Goodfellow, Shlens and Szegedy (n 1) 1ff. 
112  Papernot and others (n 4) 8; see also Ren and others (n 7) 347; Wiyatno and others (n 4) 54. 
113  Ren and others (n 7) 352. When it was first introduced, Adversarial Training was described as a method against even far-

reaching white-box attacks, see Alexey Kurakin, Ian J Goodfellow and Samy Bengio, ‘Adversarial Machine Learning at Scale’ 

(2017) arXiv <https://arxiv.org/abs/1611.01236>. In the meantime, however, this assumption has been refuted, see Wiyatno 

and others (n 4) 5. Instead, some authors argue, adversarial training is best used for cases of overfitting or in case the adver-

sarial xamples refer to security issues, see Zhang and Li (n 40) 11. 
114  Zhang and Li (n 40) 13. 
115  Wiyatno and others (n 4) 54. A majority seems to think that only the latter is the case and the AI system cannot be prepared 

against all possible attacks. 
116  See Ren and others (n 7) 352; Vargas (n 28) 157–159 and Tramèr and others (n 56). 

117  Tramèr and others (n 56). 
118  Wiyatno and others (n 4) 58. 

119  Ibid. 
120  For an overview see Ren and others (n 7) 353. 

121  Wiyatno and others (n 4) 7. 
122  For more, see Ethem Alpaydin, Introduction to Machine Learning (4th edn, MIT Press 2020) 350. 

123  See Geoffrey Hinton, Oriol Vinyals and Jeff Dean, ‘Distilling the Knowledge in a Neural Network’ (2015) arXiv 

<https://arxiv.org/abs/1503.02531>. 
124  Wiyatno and others (n 4) 55. 

125  Zhang and Li (n 40) 12; see also Nicolas Papernot and others, ‘Distillation as a Defense to Adversarial Perturbations Against 

Deep Neural Networks’ (IEEE Symposium on Security and Privacy, SP, 2016) <https://ieeexplore.ieee.org/docu-

ment/7546524>. 

adversarial training’,117 where a model undergoes sev-

eral further training rounds on adversarial examples 

created ‘to attack various other pre-trained models’.118 

It is thought to be more robust against black-box at-

tacks.119 The same applies to generative adversarial 

training,120 where ‘generative adversarial networks’ 

(GANs)121 are used to produce adversarial exam-

ples.122  

Defensive distillation 

‘Defensive distillation’ describes a method to aggre-

gate or ‘distil’ knowledge from several deep neural 

networks into one.123 This principle can be used as a 

defence against adversarial attacks if two networks are 

approximated to each other — whilst just one of them 

is actually trained.124 A small model can thus be used 

in order ‘to stimulate a large and computationally in-

tensive model without affecting the accuracy.’125 De-

fensive distillation hence tries to improve the ability of 

https://arxiv.org/abs/1611.01236
https://arxiv.org/abs/1503.02531
https://ieeexplore.ieee.org/document/7546524
https://ieeexplore.ieee.org/document/7546524
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generalization without modifying the AI system’s ar-

chitecture.126 Moreover, the classifiers become more 

resilient to adversarial examples. 

While some authors describe defensive distillation as 

the ‘state of the art defence against adversarial exam-

ples’,127 others highlight its complexity128 or suggest 

that the defensive distillation is easier to bypass by at-

tackers than originally thought.129 

Legal countermeasures 

The preceding part has shown that while there are 

technical countermeasures, they may, depending on 

the AI system at hand, increase robustness but not 

prevent adversarial attacks altogether. Our attention 

therefore turns to possible legal countermeasures, of 

which this paper can only provide a limited overview. 

We first look at a few possible remedies in existing law 

and then turn to general remarks on possible legal 

amendments.  

Application of current laws 

Adversarial attacks, as defined in this paper, may be 

subject to a number of current legal provisions. A brief 

 
 
126  Zhang and Li (n 40) 12. 

127  Wiyatno and others (n 4) 5, unlike Lei and others (n 82) 1, who describe adversarial training as ‘state of the art’ defence. 
128  Zhang and Li (n 40) 13. 

129  Ibid; see particularly Nicholas Carlini and David Wagner, ‘Towards Evaluating the Robustness of Neural Networks’ (2016) 

arXiv <https://arxiv.org/abs/1608.04644>; according to Karjoth (n 17) 126, the computing power of the attacker is decisive. 
130  Regulatory law may, in specific instances, also be relevant. AI systems can, even without physical embodiment, fall under 

Regulation (EU) 2017/745 on medical devices (MDR); see MDR, art 2. The fact that Requirement 17.1 in Annex I of the MDR 

requires software to ‘be designed to ensure repeatability, reliability and performance in line with their intended use’ argua-

bly means that only fully trained AI Systems can be certified. Some even argue, black-box AI Systems may not be certified 

either, Arne Thiermann and Nicole Böck, ‘Künstliche Intelligenz in Medizinprodukten’ (2022) RDi 333, 335. There are, how-

ever and to the best of our knowledge, no specific provisions on the robustness of such AI-powered medical devices. The 

same holds true for Switzerland. 
131  For Swiss law, see the Swiss Criminal Code (SCC), art 147. 
132  Gerhard Fiolka, ‘Commentary of Art. 147 StGB’ (n 7) in Marcel Alexander Niggli, Jürg-Beat Ackermann and Hans 

Wiprächtiger, Strafrecht (4th edn, Helbing Lichtenhahn Verlag 2019), Stephan Schlegel, ‘Commentary of Art. 147 StGB’ (n 1) 

look at possible legal remedies for adversarial at-

tacks130 (we focus on criminal law, liability law and in-

tellectual property law, and consider both EU as well 

as Swiss law for reference) shows that currently there 

is no piece of legislation in place that is particularly 

prepared to address this new phenomenon. 

Criminal law 

Criminal law protects the violation of various legal in-

terests by sanctioning specific behaviour. Since adver-

sarial attacks may cause harm in a wide variety of ways 

(e.g. against bodily injury or someone’s property), 

there will often be a provision that will hold an at-

tacker accountable for the actual harm incurred.  

However, the action(s) of intentionally fabricating and 

using an adversarial example in order to produce a 

wrong output as such, will in all likelihood not be pun-

ishable under criminal law or only to a limited extent: 

in certain instances, provisions to prevent fraudulent 

behaviour with the help of machines (i.e. using incor-

rect data to influence electronic processing in order to 

transfer financial assets to the loss of another person) 

may apply.131 Provisions like these, however, only tar-

get financial losses and no other legal interests.132 The 

attack as such will not be illegal, as existing provisions 

https://arxiv.org/abs/1608.04644
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on hacking (i.e. entering an IT system without consent 

of its owner)133 will not apply and, in light of the prin-

ciple of certainty in criminal law, cannot be applied by 

analogy either. 

Liability law 

Liability rules are generally national by nature. Na-

tional liability provisions that are based on fault are ill-

suited to provide a basis for claims against the opera-

tors of AI systems. A victim will have a very hard time 

to prove a wrongful action or omission by the opera-

tor.134 This is particularly true if those damages were 

caused by adversarial attacks on AI systems.  

Attention thus turns to existing strict liability regimes 

that are targeted to compensate damages incurred by 

particularly dangerous activities. Instead of the vari-

ous national regimes, we turn to the EU that has har-

monized certain aspects of product safety135 and prod-

uct liability.136 The latter provisions hold producers li-

able for defective products if they cause harm to cus-

tomers, including death, personal injury or material 

damage to personal belongings (exceeding €500). The 

injured party must prove the existence of damage and 

defect, the casual relationship between the two and 

 
 

in Wolfgang Wohlers and others (eds), Schweizerisches Strafgesetzbuch, Handkommentar (4th edn, Stämpfli Verlag 2020), 

Stefan Trechsel and Dean Crameri, ‘Commentary of Art. 147 StGB’ (n 1, 9) in Stefan Trechsel and others (eds), Schweizer-

isches Strafgesetzbuch: Praxiskommentar (4th edn, Dike 2021). 
133  For Swiss law see SCC, art 143bis. 

134  See also Proposal for a Directive of the European Parliament and of the Council on adapting non-contractual civil liability 

rules to artificial intelligence (AI Liability Directive) COM(2022) 496 final, 2022/0303(COD) 1. 
135  See e.g. Directive 2001/95/EC of the European Parliament and of the Council of 3 December 2001 on general product safety 

OJ L011, 15/01/2002. 
136  See e.g. Directive 85/374/EEC of 25 July 1985 on the approximation of the laws, regulations and administrative provisions 

of the Member States concerning liability for defective products OJ L210, 07/08/1985, Product Liability Directive (PLD). 
137  AI systems are most often not marketed together with or integrated into a physical product. 

138  This seems to be the prevailing view. For German law, however, see Jan Eichelberger, ‘§5 Zivilrechtliche Haftung für KI und 

smarte Robotik’ (n 45) in Martin Ebers and others (eds), Künstliche Intelligenz und Robotik: Rechtshandbuch (CH Beck 

2020). 
139  Regarding this defence and its interpretation by the ECJ see Benedetta Cappiello, AI Systems and Non-contractual Liability: 

A European Private International Law Analysis (Giappichelli 2022) 64f. 
140  See the proposed amendments mentioned below. 

the absence of any exemption clauses for manufac-

turer liability in order to claim damages. However, the 

currently applicable Product Liability Directive (PLD) 

only deals with movables (art 2)137 that were put ‘into 

circulation’ (art 7(a)). This excludes all AI systems that 

are not marketed together with or integrated into a 

physical product.138 Even if AI systems were within 

scope of the PLD, an operator could possibly invoke 

the so-called development risk defence in art 7(e) of 

PLD, stating that both the available scientific and 

technological knowledge were not sufficient to enable 

the discovery of the defect which later caused dam-

age.139 For these reasons, the EU’s current provisions 

will not cover the potential risks that adversarial at-

tacks may bring about. Moreover, the operation of an 

AI system as such is not considered particularly dan-

gerous, as AI systems are not (yet) accounted for in EU 

secondary law. The treatment of AI systems regarding 

liability is, however, about to change with the EU’s 

new legislative proposals.140 

Intellectual property law 

Intellectual property law provides exclusive rights in 

intangible goods such as inventions (patent law) and 
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literary as well as artistic works (copyright law). Right 

holders have a claim for injunctive relief and for dam-

ages from anyone that uses the invention or the work 

without their consent.141 If the use of an AI system by 

an attacker were considered an infringement of intel-

lectual property rights, such use would be subject to 

said legal remedies. In this vein, intellectual property 

law could become a useful tool to remedy adversarial 

attacks.  

There are, however, several stumbling blocks. First, it 

still unclear whether and how an AI system or its com-

ponents can be protected. On a general level, there is 

apparent clarity, at least in the European legal sphere: 

software can be protected by copyright law,142 com-

puter programs as such are exempted from patent pro-

tection and can only be protected as a ‘computer im-

plemented invention’ (CII).143 The details are, how-

ever, much less clear: does the AI system as a whole 

constitute ‘software’, or a ‘computer implemented in-

vention’? If neither is the case, are there elements of 

an AI system that might fulfil the criteria of these 

terms? And what are the elements of an AI system an-

yway? All of these questions are subject to ongoing 

discussions and have not yet been clearly answered by 

legal scholarship.144 

Even if the AI system or parts thereof would be subject 

to intellectual property rights, it is debatable whether 

 
 
141  The right is generally limited to commercial uses, for Swiss law see the Federal Act on Patents for Inventions, art 8 and the 

Federal Act on Copyright and Related Rights, art 10. 
142  Cf Directive 2009/24/EC of the European Parliament and of the Council of 23 April 2009 on the legal protection of computer 

programs OJ L 111, 5.5.2009 (Software Directive), art 1(1) for the EU; Swiss Copyright Act, art 2(3). 
143  Cf e.g. Convention on the Grant of European Patents of 5 October 1973, as revised [2001] OJ EPO 4/55, arts 52(2) and 83. 

144  Regarding the protectability, John C Buyers, Artificial Intelligence: The Practical Legal Issues (Law Brief Publishing 2018) 56ff; 

Christian Heinze and Joris Wendorf, ‘§9 KI und Urheberrecht’ (n 36ff) in Martin Ebers and others (eds), Künstliche Intelli-

genz und Robotik: Rechtshandbuch (CH Beck 2020); Christian Heinze and Andreas Engel, ‘§10 KI und Patentrecht’ (n 6ff) in 

Martin Ebers and others (eds), Künstliche Intelligenz und Robotik: Rechtshandbuch (CH Beck 2020). Regarding the Elements, 

cf attempts by Früh and Haux (n 2) 9ff. 
145  Proposal for a Directive of the European Parliament and of the Council on liability for defective products COM(2022) 495 

final, 2022/0302(COD). According to art 2 of the proposal, AI systems will be considered products. 

and how an adversarial attack constitutes an infringe-

ment. This would either require a reproduction, distri-

bution or making available of the protected parts (in 

copyright law) or the use of the patented invention (in 

patent law), neither of which is straightforward to as-

sess. And finally, one might also question whether 

providing a remedy against adversarial attacks or even 

preventing them is in line with the overall goals of the 

IP system.  

Possible amendments to the law  

Against this background and even if more research is 

required in all the fields mentioned above, it is un-

likely that existing legal instruments in their current 

state adequately deal with the new threats posed by 

adversarial attacks. We therefore turn to the legislative 

proposals published by the European Commission in 

order to find out whether they have the potential to 

address some of these concerns. Two aspects are 

worth pointing out. 

First, the European Commission both proposed an 

amendment of the Product Liability Directive regard-

ing software145 and a new Directive on adapting non-

contractual liability rules to artificial intelligence (AI 

Liability Directive), with the goal of raising protection 

for damage caused by AI to the same standard as that 
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for damage caused by products in general.146 It in-

tends to do so by shifting the burden of proof to the 

defendant regarding the causal link between the fault 

of the defendant and the incorrect output (art 4 of the 

proposal). It is sufficient for the claimant to prove a 

fault. The fault consists in ‘non-compliance with a 

duty of care laid down in Union or national law di-

rectly intended to protect against the damage that oc-

curred’ (art 4(1)(a) of the proposal). What is still miss-

ing is a provision that would establish such a duty of 

care. 

Second, the AI Act proposed by the European Com-

mission will under its Title III introduce the category 

of ‘high-risk’ AI systems,147 putting forward the notion 

that some AI systems are per se harmful. Discussions 

about what constitutes a high-risk AI system are — 

perhaps not surprisingly — so controversial that they 

have delayed the legislative process.148 For these 

‘high-risk AI systems’, art 15(1) of the AI Act requires 

that they shall be designed and developed in such a 

way that they  

achieve, in the light of their intended purpose, 

an appropriate level of accuracy, robustness 

and cybersecurity, and perform consistently in 

those respects throughout their lifecycle.  

These requirements are further specified in paragraph 

3 and paragraph 4, which specifically call for ‘tech-

nical solutions aimed at ensuring the cybersecurity of 

high-risk AI systems’. And lastly, art 15(4) states that  

 
 
146  Proposal for a Directive of the European Parliament and of the Council on adapting non-contractual civil liability rules to 

artificial intelligence (AI Liability Directive) (COM(2022) 496 final), 2022/0303 (COD) 2. 
147  AI Act, art 6. 
148  Martin Coulter and Supantha Mukherjee, ‘EU’s AI Act faces delay with lawmakers deadlocked after crunch meeting’ (Reu-

ters, 16 February 2023) <https://www.reuters.com/technology/eus-ai-act-faces-delay-with-lawmakers-deadlocked-after-

crunch-meeting-2023-02-16/>. 
149  See the technical defences mentioned above. 

the technical solutions to address AI specific 

vulnerabilities shall include, where appropri-

ate, measures to prevent and control for attacks 

trying to manipulate the training dataset (‘data 

poisoning’), inputs designed to cause the model 

to make a mistake (‘adversarial examples’), or 

model flaws. 

At first glance, these two aspects create a new legal 

framework that may indeed provide a remedy against 

adversarial attacks — at least for high-risk AI systems. 

In this framework, the AI Act sets forth a duty of care, 

the non-compliance of which would result in a fault 

the new or renewed liability provisions, while the new 

or revised liability provisions would ensure that 

claims could be enforced.  

At a closer look, the rough outlines of this newly estab-

lished framework still need to be worked out, to which 

our findings can contribute in three ways: First, we 

need to differentiate when invoking the duty to deploy 

technical solutions in art 15(4) of the AI Act. Some AI 

systems cannot, by their very nature, pre-process all 

input data before its use. Accordingly, operators of 

such AI systems cannot be held liable if they do not 

apply techniques such as digital watermarking or ran-

domization that require pre-processing of input 

data.149 Second, any duty to control the AI system that 

could be derived from art 15(4) of the AI Act should 

distinguish AI systems that require open interfaces 

(such as self-driving cars or voice recognition in cus-

tomer service applications) from AI systems to which 

access can be controlled (such as medical diagnostics 

or decision support systems in court or administrative 

https://www.reuters.com/technology/eus-ai-act-faces-delay-with-lawmakers-deadlocked-after-crunch-meeting-2023-02-16/?utm_source=substack&utm_medium=email
https://www.reuters.com/technology/eus-ai-act-faces-delay-with-lawmakers-deadlocked-after-crunch-meeting-2023-02-16/?utm_source=substack&utm_medium=email
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proceedings). Strong duties to maintain security and 

robustness for the latter make a lot of sense. For the 

former, strong duties may be detrimental to their very 

existence. Third, the fact that adversarial attacks are 

least likely in black-box settings150 suggests imple-

menting a default policy that hides an AI system’s pa-

rameters and architecture. Art 13(3)(b) of the AI Act 

seems to suggest otherwise and stipulates duty to in-

form users about the characteristics of the AI system. 

This illustrates the apparent trade-off between secu-

rity and explainability. Interested parties are less likely 

to understand the AI system and its functionality if 

they lack this information. As a result, this tension will 

have to be resolved once we understand better which 

is more pressing: the need for security or the need for 

explainability. 

Conclusion and outlook 

We have shown that adversarial attacks generally pose 

considerable risks for both the individuals using the AI 

systems as well as the companies or organisations 

putting them to use. In the legal sphere, they can 

cause financial and reputational damage for private 

actors in the legal tech field. Potential harm is even 

greater in institutional settings, where AI systems 

grant access to justice or are used in law enforcement. 

Here, fundamental values and principles such as due 

process rights, legal certainty or the rule of law could 

be at stake.  

Besides these more general observations, the tech-

nical deliberations on the characteristics of adversar-

ial attacks lead to more specific conclusions. It has be-

come clear that the likelihood and the success of a — 

potentially even targeted — attack increases with the 

knowledge an attacker possesses about the AI system. 

 
 
150  See the types of attacks listed above. 

We start from the basic assumption that an attacker 

can fabricate specific adversarial examples if they 

know the classifier or the prediction function of the 

trained AI system. However, persons other than data 

scientists who have set up and trained the system will 

normally not possess this information. In order to at-

tack the system, the classifier or prediction function 

needs to be inferred or reverse engineered. This is 

most likely if the attacker can produce input-output 

pairs, knows the architecture of the AI system and 

moreover has specific knowledge about the ML model 

such as the weighing of the nodes (white-box attacks). 

If such specific knowledge about the ML model is 

lacking, attacks are less likely but still possible (grey-

box attacks). And finally, attacks become even less 

likely if the AI system’s architecture is unknown 

(black-box attacks). Even black-box attacks, however, 

remain possible. 

Moreover, important distinctions can be made. First, 

based on whether data inputs are only made or con-

trolled by a trusted source or not. If this is the case and 

AI systems are operated by authorized personnel or a 

distinct group of people, they can be protected against 

adversarial attacks fairly well. The trusted source has 

to be able to judge the validity of input data. This 

means that AI systems operated by courts or law en-

forcement authorities are comparatively secure, as 

long as they are fed with valid and unaltered data, e.g. 

data produced within the authority. The same reason-

ing applies to AI-based medical diagnostics software 

used by physicians or within hospitals. Second, all AI 

systems with open interfaces that directly face cus-

tomers citizens or the wider public are generally 
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vulnerable to adversarial attacks.151 In this case, no 

trusted source verifies the data inputs. This may apply 

to image/object recognition interfaces such as legal 

tech applications that aim to increase access to jus-

tice, including both e-Government applications and 

private services. Another example are all law and bor-

der control enforcement tools that — by their very na-

ture — recognize objects, patterns or person in real 

life situations (e.g. airport security scanning or face 

recognition), where data inputs cannot be verified 

and adversarial patches can be used.  

These distinctions become relevant if organizations 

operating AI systems turn to technical defences in or-

der to prevent adversarial attacks. In case the input 

data is handled by a trusted source, adversarial attacks 

are less likely. If, however, the AI systems have open 

interfaces and inputs are not verified by a trusted 

source, techniques like digital watermarking and ran-

domization are not available. Operators of an AI sys-

tem may then (only) resort to adversarial training and 

defensive distillation. Both are costly and still cannot 

completely rule out the risk of an attack. 

Since technical countermeasures cannot prevent ad-

versarial attacks altogether, the focus turns to possible 

legal countermeasures. The limited overview provided 

by this paper indicates that current legal provisions in 

criminal law, liability law and intellectual property law 

are not particularly suited to prevent or remedy adver-

sarial attacks. Nevertheless, more research is needed 

regarding the scope of theses legal instruments with 

regards to adversarial attacks.  

In contrast, new EU law proposals seem to address 

this phenomenon more adequately, albeit only for 

‘high-risk AI systems’ under the definition of the AI 

 
 
151  For more information on vulnerabilities, see some results of attacking the most famous networks and defence systems at 

Vargas (n 28) 158. 

Act and limited to the application of liability law. The 

proposed provisions could even be understood as a 

legal framework that provides some remedy against 

adversarial attacks: in this framework, the AI Act in-

troduces a duty of care, the non-compliance of which 

would result in a fault the new or renewed liability 

provisions and the new or revised liability provisions 

would ensure that claims could be enforced. The in-

sights gained in this paper may be used to shape the 

application of the new provisions and make important 

distinctions when the law attempts to impose con-

crete legal obligations on the operators of AI systems. 
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A reply: Countermeasures against adversarial attacks 
on computational law 

Kathrin Grosse • EPFL, Switzerland, kathrin.grosse@epfl.ch   

The authors review artificial intelligence (AI) security 

from a legal perspective and ask whether such issues 

are covered by existing law. Their main conclusion is 

that the current law is largely unequipped to handle 

ML security. While I wholeheartedly agree with this 

perspective and their reasoning is compelling, I would 

like to add and elaborate on some points from a more 

technological perspective. 

The authors use the term ‘adversarial attacks’ to refer 

to specific a threat — adversarial examples — and ig-

nore many other possible threats [2]. Such other 

threats include backdoors in machine learning mod-

els, which are triggered by adding specific trigger pat-

tern to an input [4]. Other attacks extract the data [9], 

steal the model [13] or decrease overall accuracy [2, 4]. 

In this sense, the article is rather narrow in its focus on 

adversarial examples or evasion attacks. Although the 

scope is ultimately a choice of the authors, I would 

have appreciated a broader discussion concerning 

how existing law applies to attacks on artificial intelli-

gence in the broader sense. For example, liability law 

seems particularly relevant in the context of back-

doors. More concretely, who is liable if a classifier dis-

criminates due to faulty training data, and tests do not 

identify the discriminating pattern? Analogously, the 

discussion about intellectual property could have 

been very interesting, considering that attacks indeed 

retrieve used data or reproduce models from repeat-

edly querying them (e.g. data extraction or model 

stealing). The current practical position seems to be 

that a stolen model is a business model issue [6]. It 

would be intriguing to elaborate on a legal perspective 

when deployment directly enables IP theft. 

The authors also emphasize that both classifiers and 

prediction systems can be attacked. Unfortunately, 

any ML or AI system can be targeted [2]. This extends to 

the areas the authors remark as problematic: ‘Adversar-

ial Attacks may mainly affect three technical fields: Im-

age and object recognition, voice recognition and text 

recognition.’ However, there is a plethora of attacks 

also on trajectory prediction [11], sentiment analysis 

[1], planning [7] etc. In this sense, AI attacks are most 

likely a broader problem than suggested by the au-

thors. As opposed to this, the authors remark correctly 

on the absence of real-world attacks. While this posi-

tion is understandable, there are indeed reports of 

real-world attacks on AI [4, 6]. These, however, contain 

search engine poisoning [4] and attacks on HR sys-

tems [6], and there is a certain confusion between be-

nign failures and failures caused by an adversarial en-

tity in practice [6]. In this sense, it seems understand-

able to reason that AI security in practice is not as rel-

evant as cybersecurity in general [6]. 

To understand real-world security risks threat model-

ling is important [2, 4, 6]. While the authors describe 

different threat models (white-box, grey-box, black-

box), what is often not remarked upon is the 

knowledge about the task and the data representation 

to the classifier. This is standardized for images, but in 

other fields attacking a classifier with one data repre-

sentation assuming it uses a completely different data 
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representation may fail [2]. Analogously, our 

knowledge is limited in how well an unknown model 

trained on unknown data can be targeted if the task 

was known. While many works provide evidence for 

vulnerabilities across models [3], there is less evidence 

across data sets [10]. As both data and models may be 

proprietary, the question is how to deal with such is-

sues from a legal perspective. Also, assuming shared 

data eases an attack, would that mean that legally, data 

sharing should be avoided? Who would then be liable 

for the training data, and who when a previously 

trained model is refined? 

To conclude, a brief remark on defences. Defending AI 

attacks, specifically adversarial examples, is an ongo-

ing arms race [12], where only recently techniques for 

correct defence evaluation and attack debugging are 

developed [8, 12]. In this sense, it may be hard for a 

non-expert to understand that many defences, in-

cluding several mentioned in this article, are broken. 

In contrast, adversarial training is a state-of-the-art de-

fence, albeit it provides no perfect security [5]. Prova-

ble defences exist but are currently not scalable to 

large models [14]. This absence of defences, as the au-

thors correctly identify, raises the question of how lia-

ble someone can be for using a non-fixable system. 
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Alfred Früh and Dario Haux

We are thankful for Kathrin Grosse’s thoughtful review 

and critique of our paper. She outlines numerous 

technical details that could be further elaborated or 

clarified. In this way, her comments improve our un-

derstanding of the matter and show, once again, that 

it is much more rewarding to engage with other disci-

plines rather than to talk about them. Also, we are 

pleased (and worried) that Grosse, as an expert, con-

firms our understanding that adversarial attacks are a 

serious threat that can hardly be controlled by purely 

technical means. But what is the role of the law? 

Whilst the exact role has yet to be defined, generally it 

is very challenging to regulate new risks if there is 

hardly any information about their probability of oc-

currence. The empirical research Grosse points to is 

therefore very helpful in providing indications. How-

ever, the mentioned study includes all types of adver-

sarial machine learning and is not limited to adversar-

ial attacks. As of now, there indeed seems to be very 

little data regarding adversarial attacks (as we de-

scribe and understand them) in real life. The regulator 

thus faces the difficult task to find the right balance 

between the duty to protect against risks and the 

openness to innovation and further technological de-

velopment. 

At the same time, in her main criticism regarding our 

paper's scope, Grosse convincingly elaborates that 

adversarial attacks are only one of several ways to at-

tack AI systems. While it may seem plausible to evalu-

ate security risks as a whole, this was not our goal. 

With the aim of assessing the appropriate legal norms 

for the protection of AI systems, we tried to describe 

the features of the actual attack as precisely as possi-

ble. Otherwise, the existing and envisaged legal anal-

ysis will not lead to clear results. We chose to focus on 

adversarial attacks as they are a paradigmatic example 

for a whole class of new threats, which are inade-

quately covered by current law. This is not necessarily 

the case with data poisoning, data extraction or model 

theft. In all these instances, criminal law provisions, 

such as forgery of documents or hacking, and the lia-

bility rules of intellectual property and trade secret 

law may or may not provide a layer of protection. 

Whether and how regulation is necessary has to be 

elaborated in each instance. Consequently, we should 

ask whether these phenomena should be regulated in 

a similar way and how the relationship between the 

legal instruments should be regulated, should several 

of them be applicable. 

The fact that jurisprudence and computer science 

may have different approaches to categorization and 

systematization is also evident with regard to the 

forms of appearance of adversarial attacks. Mention-

ing object and image recognition, voice recognition 

and text recognition was by no means meant to be 

conclusive or restrictive; other phenomena like trajec-

tory prediction and sentiment analysis should be in-

cluded as well. Whether we agree or disagree on such 

issues, however, will only become apparent in an on-

going dialogue across disciplines — which we are 

happy and excited to continue. 
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